Double-injection method for sequentially measuring cerebral blood flow with N-isopropyl-(\(^{123}\)I)p-iodoamphetamine
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We investigated the accuracy of a double-injection method for sequentially measuring cerebral blood flow (CBF) with N-isopropyl-(\(^{123}\)I)p-iodoamphetamine (IMP) in simulation studies based on patient data and in clinical studies. The unidirectional clearance of IMP from the blood to the brain (\(K_1\); nearly equal to CBF) in the first and second sessions was calculated by means of a microsphere model. The \(K_1\) values in the first session (\(K_1^f\)) were calculated from \(C_d(5)/\text{Int}_C^d\), where \(C_d(5)\) and \(\text{Int}_C^d\) are values for brain radioactivity 5 min after the first injection and for arterial blood radioactivity obtained by 5-min continuous sampling. The \(K_1\) values in the second session (\(K_1^s\)) were calculated by means of the following four methods. Method 1: \([C_d(t_5 + 5) - C_d(t_5)]/|\text{Int}_C^d - C_d(t_5) \times 5|\), where \(C_d(t_5 + 5)\) and \(C_d(t_5)\) are the brain radioactivity levels 5 min after the second injection and at the time the second session was started (\(t_5\)), respectively. \(\text{Int}_C^d\) and \(C_d(t_5)\) are the arterial blood radioactivity levels obtained by 5-min continuous sampling after the second injection and at \(t_5\), respectively. Method 2: \([C_d(t_5 + 5) - C_d(t_5)]/|\text{Int}_C^d \times R|\), where \(R\) is the injection dose ratio. Method 3: \([C_d(t_5 + 5) - C_d(t_5) \times \exp(-K_1^s \times 5/\lambda)]/\text{Int}_C^d\), where \(\lambda\) is the population averaged partition coefficient. Method 4: same as Method 3 except that \(K_1^f\) was replaced by \(K_1^s\) obtained by means of Method 2. Theoretically, Method 4 appeared to be the best of the four methods. The change in \(K_1\) during the second session obtained by Method 1 or 2 largely depended on \(R\) and \(t_5\), whereas Method 3 or 4 yielded a more reliable estimate than Method 1 or 2, without largely depending on \(R\) and \(t_5\). Since Method 2 was somewhat superior to other methods in terms of noninvasiveness and simplicity, it also had the potential for routine clinical use. The reproducibility of two sequential measurements of \(K_1\) was investigated with clinical data obtained without any intervention. The response of CBF to acetazolamide challenge was also assessed by the above four methods. The knowledge gained by this study may assist in selecting a method for sequentially measuring CBF with a double injection of IMP.
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INTRODUCTION

N-isopropyl-(\(^{123}\)I)p-iodoamphetamine (IMP) is a widely applied brain imaging agent that was synthesized and recommended for use as a tracer of cerebral perfusion. More recently, Kuhl et al. have used intravenously injected IMP with arterial blood sampling to demonstrate a local correlation between IMP and microsphere trapping in dog brain samples, and have extended this model to measurements of local cerebral blood flow (CBF) in humans by means of single photon emission computed tomography (SPECT). IMP is highly extracted by the brain and has good linearity between its uptake and CBF.2
To understand the pathophysiology of cerebrovascular disease, it is very useful in assessing perfusion reserve. The response of the cerebral circulation to pharmacological intervention such as carbon dioxide inhalation or acetazolamide (ACZ) injection has been investigated to assess perfusion reserve. To evaluate these effects on CBF, repeated CBF quantitation with and without pharmacological intervention, is necessary. Various cerebral perfusion agents have been utilized in combination with ACZ. It is known that IMP is sensitive to ACZ challenge because of its superior linearity against CBF. Although technetium-99m compounds such as 99mTc-HMPAO and 99mTc-ECD have also been widely used for assessment of cerebral perfusion in clinical settings, ACZ loading has not been successful because of the nonlinear relationship between regional tracer uptake and CBF.

IMP SPECT with arterial blood sampling is superior in reproducibility and has become a standard method for CBF measurement. As pointed out by Hashikawa et al., two IMP SPECT studies should be performed at an interval of at least several days, and double invasive catheterization is required for assessing perfusion reserve with IMP and pharmacological intervention. To overcome these drawbacks, Hashikawa et al. developed split dose IMP SPECT, which enables CBF quantitation under two conditions in a short time with a single arterial catheterization. They quantified absolute CBF values by a reference sample method based on a microsphere model in the first session, and in the second, by a reference sample method with subtraction of the radioactivity remaining due to the first IMP injection. Moriwake et al. have recently investigated the hemodynamic aspect of cerebral watershed infarction by assessing perfusion reserve with this method. We recently developed a modified early (ME) method which can shorten the total time required for CBF measurement with IMP and a single-head rotating gamma camera, and applied it to split dose IMP SPECT.

IMP uptaken by the brain is gradually washed out from the brain, which precludes simple subtraction of the radioactivity due to the first dose, from the second, but the effect of these inherent characteristics of IMP on the accuracy of the quantitative measurement of CBF with a double injection of IMP has not been analyzed in detail. The purpose of the present study was therefore to investigate the accuracy of a double-injection method for sequentially measuring CBF with IMP by simulation studies based on patient data and with experimental data obtained in clinical settings.

In this study, we consider four methods based on a microsphere model for sequentially measuring CBF with a double injection of IMP, and focus upon the effects of the injection dose ratio and the start time of the second session on their accuracy.

**MATERIALS AND METHODS**

**Kinetic model**

The rate of change of IMP levels in the brain tissue $[M(t)]$ is given by the following differential equation:

$$\frac{dM(t)}{dt} = K_1 C_d(t) - k_2 M(t),$$  \hspace{1cm} (1)

where $C_d(t)$ is the amount of IMP radioactivity in the arterial blood at time $t$, $K_1$ is the unidirectional clearance of IMP from the blood to the brain tissue, and $k_2$ is the rate constant for back diffusion of IMP from the brain tissue to the blood. $M(t)$ and $C_d(t)$ in Eq. (1) are corrected for decay. $K_1$ is given by the product of the CBF and the extraction fraction of the tracer by the brain tissue. Since the extraction fraction of IMP by the brain tissue is high, $K_1$ appears to be nearly equal to CBF. The IMP content per unit volume of brain measured by SPECT $[A(t)]$ is given by

$$A(t) = M(t) + V_B C_d(t),$$ \hspace{1cm} (2)

where $V_B$ is the brain vascular volume. In the present study, $V_B$ was assumed to be negligible. It should be noted that soon after the intravenous injection of IMP, the $k_2$ value in Eq. (1) can be assumed to be zero, that is, a microsphere model is considered to hold true during this period.

From Eq. (1), the brain tissue radioactivity at time $t$ $[A^{I}(t)]$ in the first session ($0 \leq t \leq t_1$) is given by

$$A^{I}(t) = K_1^{I} \int_{0}^{t} e^{-k_2^{I}(u-t_0)} C_d(u)du,$$ \hspace{1cm} (3)

and the brain tissue radioactivity at time $t$ $[A^{II}(t)]$ in the second session ($t > t_1$) is given by

$$A^{II}(t) = K_1^{II} \int_{0}^{t_1} e^{-k_2^{I}(u-t_0)} C_d(u)du + K_1^{II} \int_{t_1}^{t} e^{-k_2^{II}(u-t_0)} C_d(u)du,$$ \hspace{1cm} (4)

where $t_0$ denotes the start time of the first session or the start time of the second session. In this study, we assumed that each injection of IMP and each session started simultaneously. The superscripts I and II in the above equations denote the first and second sessions, respectively. When formulating the brain tissue radioactivity of IMP in the second session [Eq. (4)], we assumed that the rate constants instantaneously change from the first to the second session.

In the present study, the level of radioactivity in arterial blood $[C_d(t)]$ was simulated as

$$C_d(t) = C_d^{I}(t) + C_d^{II}(t),$$ \hspace{1cm} (5)

where $C_d^{I}(t)$ and $C_d^{II}(t)$ are the first and second radioactivity levels in arterial blood, respectively. $C_d^{II}(t)$ was defined as

$$C_d^{II}(t) = \begin{cases} 0 & \text{for } t \leq t_1, \\ R \cdot C_d^{I}(t - t_1) & \text{for } t > t_1, \end{cases}$$ \hspace{1cm} (6)
where $R$ is the injection dose ratio, that is, the ratio of the second to the first injection dose.

**Modified early (ME) method**

Sufficient SPECT data with a short scan duration are difficult to obtain 5 min after IMP injection with a conventional SPECT scanner because of the low level of radioactivity in the brain. A later SPECT scan of long scan duration is required in which the image should be corrected with the ratio of the change of the entire brain radioactivity level. We developed a method for measuring CBF with IMP and a single-head rotating gamma camera. This procedure is called the modified early (ME) method and it is a modification of the protocol developed by Matsuda et al. Figure 1 shows the protocol when the ME method was applied to split dose IMP SPECT. SPECT data were acquired from 7 to 25 min after each injection of IMP (Fig. 1). When acquiring SPECT data, a gamma camera was rotated twice clockwise and counterclockwise to reduce artifacts due to changes in the radioactivity level over time. Arterial blood was continuously sampled for 5 min after each injection of IMP. One-point arterial blood sampling was also performed immediately before the second injection. Planar images were acquired at 5, 7 and 25 min after each IMP injection and immediately before the second injection.

**Calculation of the $K_1$ values in the first and second sessions**

The $K_1$ values in the first and second sessions were calculated by a reference sample method based on a microsphere model. SPECT data acquired 5 min after each injection of IMP were used with an input function calculated by integrating an arterial input curve over 5 min. To simulate the ME method described above, SPECT data acquired from 7 to 25 min after IMP injection were corrected to represent those at 5 min by using the radioactivity levels in the planar images at 5, 7 and 25 min. Thus, the $K_1$ value in the first session was calculated from

\[
K_1^I = \frac{A'(5) \times C_b^I}{\int_0 \alpha C_d(u)du},
\]  

where

\[
\alpha = \frac{A'(7) + A'(25)}{2}.
\]

$C_b^I$ in Eq. (7) represents the level of brain radioactivity acquired by SPECT from 7 to 25 min, and was assumed to be calculated from

\[
C_b^I = \frac{\int_7^{25} A'(u)du}{25 - 7}.
\]

Equation (7) is derived from Eq. (A2) in the Appendix, and $A'(5)$, $A'(7)$ and $A'(25)$ represent levels of brain radioactivity at 5, 7 and 25 min, respectively. These values were actually obtained from the planar images and are shown as C5, C7 and C25, respectively, in Figure 1. The integration of $C_d(t)$ over 5 min in Eq. (7) was actually obtained by 5-min continuous arterial blood sampling.

When estimating the $K_1$ value in the second session, it is necessary to eliminate radioactivity remaining in the brain from the first session. In this study, we considered the following four methods for estimating the $K_1$ value in the second session (Fig. 2).

**Method 1 [Fig. 2(a)]**

With Method 1, the amount of radioactivity remaining in the brain from the first session [$A'(t_2)$] was simply subtracted from the level of brain radioactivity in the second session. An input function was generated by subtracting the arterial blood radioactivity level at the end of the first session [$C_d(t_2)$] multiplied by 5 min, from the integrated arterial blood radioactivity level over a 5 min period after the second injection. This value is shown as a hatched area in Figure 2 (a). As in Eq. (7), SPECT data acquired from 7 to 25 min after the second injection of IMP were corrected to represent those at $(t_2 + 5)$ min by using the radioactivity levels at $(t_2 + 7)$ min and $(t_2 + 25)$ min. Thus, the $K_1$ value in the second session was calculated from

\[
K_1^I = \frac{A'(t_2 + 5) \times C_b^II - A'(t_2) \times C_b^I}{\int_0 \alpha C_d(u)du - C_d'(t_2) \times 5}.
\]

where

\[
\alpha = \frac{A'(t_2 + 7) + A'(t_2 + 25)}{2}.
\]

As in Eq. (7), $C_b^II$ in Eq. (8) represents the brain radioactivity level acquired by SPECT from $(t_2 + 7)$ to $(t_2 + 25)$ min, and was assumed to be calculated from

\[
C_b^II = \int_{t_2 + 7}^{t_2 + 25} A'(u)du \frac{t_2 + 25 - (t_2 + 7)}{t_2 + 25 - (t_2 + 7)}.
\]

Equation (8) is derived from Eq. (A11) in the Appendix, and this method requires 5-min continuous arterial blood sampling twice and one-point arterial sampling once to obtain the $K_1$ values in the first and second sessions.

**Method 2 [Fig. 2(b)]**

The radioactivity remaining in the brain from the first session was corrected in the manner described for Method 1, whereas an input function was generated by multiplying the integrated arterial blood radioactivity level over a 5 min period after the first injection by $R$, so that the $K_1$ value in the second session was calculated by

\[
K_1^II = \frac{A'(t_2 + 5) \times C_b^II \times A'(t_2) \times C_b^I}{R \times \int_0 \alpha C_d(u)du}.
\]
Equation (9) is derived from Eq. (A12) in the Appendix. Since this method requires 5-min continuous arterial blood sampling only once, it appears to be less invasive than Method 1.

**Method 3 [Fig. 2(c)]**

The amount of radioactivity remaining in the brain from the first session \( A'(t) \) was subtracted from the level of brain radioactivity in the second session after taking into account the decay of \( A'(t) \) due to washout from the brain over 5 min during the second session. The decay of \( A'(t) \) under the circumstance can be taken into account by multiplying by \( e^{-k_2t} \). This corresponds to the term \( A'(t) e^{-k_2(t-t_0)} \) in Eq. (A5) in the Appendix. However, since the \( k_2 \) value in the second session is not known, the decay was estimated by using the \( K_1 \) value estimated in the first session and the population averaged partition coefficient \( (K_1/k_2) \), so that the \( K_1 \) value in the second session was calculated by

\[
K_1'' = \frac{A''(t_0 + 5) \times \frac{C''(u)}{C''(u)} - A'(t) \times \frac{C'(u)}{C'(u)} \times e^{-k_1x5} \int_{t_0}^{t_0+5} C_d(u) du}{\int_{t_0}^{t_0+5} C_d(u) du}. \tag{10}
\]

\( \lambda \) in Eq. 10 represents the population averaged partition coefficient. In this study, this value was fixed to 30.0 mll/g (the mean value obtained from our dynamic studies) or 39.1 mll/g (the mean value reported by Nishizawa et al.15). Equation (10) is derived from Eq. (A5) in the Appendix. In this method, the integrated arterial blood radioactivity over a period of 5 min after the second injection was taken as an input function, which is shown as hatching in Figure 2 (c). When using this method, 5-min continuous arterial blood sampling must be performed twice to obtain the \( K_1 \) values in the first and second sessions.

**Method 4 [Fig. 2(d)]**

With this method, the \( K_1 \) value in the second session was calculated by

\[
K_1'' = \frac{A''(t_0 + 5) \times \frac{C''(u)}{C''(u)} - A'(t) \times \frac{C'(u)}{C'(u)} \times e^{-k_1x5} \int_{t_0}^{t_0+5} C_d(u) du}{\int_{t_0}^{t_0+5} C_d(u) du}. \tag{11}
\]

This method is the same as Method 3 except that \( K_1' \) in Eq. (10) was replaced by \( K_1'' \), which represents the \( K_1 \) value in the second session obtained by Method 2. Like Method 3, this procedure also requires two 5-min sessions of continuous arterial blood sampling.

**Simulation study based on patient data**

**SPECT procedure**

We obtained patient data for simulation studies by using dynamic SPECT as follows. Dynamic SPECT studies were performed with a SPECT 2000H-40 (Hitachi Medical Co., Tokyo, Japan), which is a four-sided gamma camera arrangement equipped with a low-energy general-purpose collimator.16 The head of the patient was positioned in the SPECT 2000H-40 scanner. Approximately 222 MBq of IMP was injected into an antecubital vein. The scanner was simultaneously started and arterial blood sampling was begun from a small catheter placed in the brachial artery. These arterial whole-blood samples were analyzed for the true tracer radioactivity \( C_d(t) \) by octanol extraction.2,12 Scanning progressed for about one hour (20 scans) with the duration of each scan being 160 sec. The transverse images were reconstructed by a filtered backprojection method with a Shepp-Logan filter. Attenuation was corrected by Chang’s method. The SPECT counts and arterial blood radioactivity were corrected for decay and were mutually calibrated with a well-type scintillation counter.17

A total of 128 regions of interest (ROIs) were selected in bilateral frontal, temporal, temporo-occipital and occipital cortices on a slice through the basal ganglia in 16 patients with various brain diseases. The patients were 10 males and 6 females ranging in age from 22 to 70 years (56 ± 11 years). Informed consent was obtained from each of the patients before participation in the study.

**Simulation**

We obtained the \( K_1 \) and \( k_2 \) values by fitting the time course of the level of IMP brain radioactivity measured by dynamic SPECT to Eq. (3), by the nonlinear least-squares method.17 We simulated time-activity curves in the brain of the first and second sessions with the \( K_1 \) and \( k_2 \) values thus obtained with Eqs. (3) and (4), respectively. We simulated conditions when \( K_1 \) and \( k_2 \) did not change at all, and when they changed by 12% and 60% in the second session. Under these conditions, we assumed that the partition coefficient did not change during the second session.

The error between the estimated and assumed values for \( K_1 \) in the second session was calculated with the following equation:

\[
\text{Error} = \frac{K_1''(\text{estimated}) - K_1''(\text{assumed})}{K_1''(\text{assumed})} \times 100 \, \%	ag{12}
\]

where \( K_1''(\text{assumed}) \) and \( K_1''(\text{estimated}) \) are the assumed and estimated \( K_1 \) values in the second session, respectively. The percent change in \( K_1 \) between the first and second sessions was defined as

\[
\text{Percent change} = \frac{K_1''(\text{estimated}) - K_1'(\text{estimated})}{K_1'(\text{estimated})} \times 100 \, \% \tag{13}
\]

where \( K_1' \) (estimated) is the estimated \( K_1 \) value in the first session.

**Clinical evaluation**

Clinical evaluation was performed as follows. First, the reproducibility of two sequential measurements of \( K_1 \) was
assessed with clinical data obtained from six patients with cerebrovascular diseases (4 males, 2 females; age, 63 ± 13 years) without any intervention (Fig. 7). This study was performed after obtaining informed consent from each of the patients.

Clinical data were acquired by the ME method as previously described (Fig. 1). With the ME method (Fig. 1), dynamic frontal brain images were first acquired with the gamma camera (STARCAM 4000 XR/T, GE-Yokogawa Medical Systems, Tokyo, Japan) equipped with a low-energy general-purpose collimator after a bolus injection of IMP. The imaging protocol consisted of 28 frames in a 64 × 64 matrix, each 15 sec in duration, for a total acquisition time of 7 min. At the same time, continuous arterial blood sampling from an indwelling catheter needle inserted in the brachial artery was performed for 5 min at a speed of 1.88 ml/min by means of a universal infusion system (Truth A-II, Nakagawa Seikoudo Co., Tokyo, Japan). After that, the SPECT data were acquired. Each projection image was acquired in 12 sec with a 64 × 64 matrix as a 2.67-fold magnification and repeated 32 times during a 360-degree rotation. This rotation was repeated twice, clockwise and counterclockwise. Reconstruction of images was performed by the filtered backprojection method with a ramp backprojection filter and a Butterworth filter (order = 8, cut-off frequency = 0.39 cycles/cm). Attenuation correction was performed.

Fig. 2 Four methods based on a microsphere model for sequentially measuring CBF with a double injection of IMP. These four methods differ with respect to eliminating radioactivity remaining in the brain from the first session. Hatched area represents an input function used for estimating the $K_1$ value in the second session: (a) for Method 1, (b) for Method 2, (c) for Method 3 and (d) for Method 4.
Fig. 3 Relationship between the error defined by Eq. (12) and injection dose ratio. The start time of the second session was fixed at 35 min. (a) is the case when $K_1$ and $K_2$ did not change in the second session. (b) and (c) are the cases when $K_1$ and $K_2$ increased by 12% and 60% in the second session, respectively. ○ for Method 1, ● for Method 2, □ for Method 3 with the partition coefficient ($\lambda$) being taken as 30.0 ml/g, ■ for Method 4 with $\lambda$ being taken as 30.0 ml/g, △ for Method 3 with $\lambda$ being taken as 39.1 ml/g and ▲ for Method 4 with $\lambda$ being taken as 39.1 ml/g. Data represent mean ± standard deviation for 128 runs. Solid lines represent assumed values.

Fig. 4 Relationship between the error defined by Eq. (12) and the start time of the second session. The injection dose ratio was fixed at 1.5. (a) is the case when $K_1$ and $K_2$ did not change in the second session. (b) and (c) are the cases when $K_1$ and $K_2$ increased by 12% and 60% in the second session, respectively. ○ for Method 1, ● for Method 2, □ for Method 3 with the partition coefficient ($\lambda$) being taken as 30.0 ml/g, ■ for Method 4 with $\lambda$ being taken as 30.0 ml/g, △ for Method 3 with $\lambda$ being taken as 39.1 ml/g and ▲ for Method 4 with $\lambda$ being taken as 39.1 ml/g. Data represent mean ± standard deviation for 128 runs. Solid lines represent assumed values.

by Sorensen's method ($\mu = 0.067$ cm$^{-1}$). In determining the level of brain radioactivity at 5 min post injection, the SPECT reconstructed counts acquired from 7 to 25 min were corrected to represent those at 5 min with the time-activity curve for the whole brain obtained during 7 min after injection. The true radioactivity in the arterial blood was extracted with octanol. The second session was started at 35 min after the first IMP injection. The imaging protocol of the second session was the same as that of the first session. The total injection dose of IMP was approximately 222 MBq, and the injection dose ratio for the first and second sessions ranged from 1.41 to 1.56 (1.50 ± 0.06).

A total of 66 ROIs were selected (3 ROIs in the frontal cortex, 4 ROIs in the temporal cortex, 3 ROIs in the occipital cortex and 1 ROI in the cerebellum for each patient). The $K_1$ values of the second session in these ROIs were calculated by the four methods shown in Figure 2 as previously described, and were compared with those of the first session obtained with Eq. (7) (Fig. 7).

Second, the cerebrovascular response (or $K_1$ change) to ACZ challenge was assessed in six patients with cerebrovascular diseases (3 males and 3 females; age, 58 ± 10 years) (Fig. 8). This study was also performed after obtaining informed consent from each of the patients. At 26 min after the first IMP injection, one gram of ACZ (Diamox) was slowly administered intravenously (Fig. 1). The $K_1$ values for the first and second sessions in the...
Fig. 5 Relationship between the percent change defined by Eq. (13) and injection dose ratio. The start time of the second session was fixed at 35 min. (a) is the case when $k_1$ and $k_2$ did not change in the second session. (b) and (c) are the cases when $k_1$ and $k_2$ increased by 12% and 60% in the second session, respectively. ○ for Method 1, ● for Method 2, □ for Method 3 with the partition coefficient ($\lambda$) being taken as 30.0 ml/g, ■ for Method 4 with $\lambda$ being taken as 30.0 ml/g, ◊ for Method 3 with $\lambda$ being taken as 39.1 ml/g and ▲ for Method 4 with $\lambda$ being taken as 39.1 ml/g. Data represent mean ± standard deviation for 128 runs. Solid lines represent assumed values.

Fig. 6 Relationship between the percent change defined by Eq. (13) and the start time of the second session. The injection dose ratio was fixed at 1.5. (a) is the case when $k_1$ and $k_2$ did not change in the second session. (b) and (c) are the cases when $k_1$ and $k_2$ increased by 12% and 60% in the second session, respectively. ○ for Method 1, ● for Method 2, □ for Method 3 with the partition coefficient ($\lambda$) being taken as 30.0 ml/g, ■ for Method 4 with $\lambda$ being taken as 30.0 ml/g, ◊ for Method 3 with $\lambda$ being taken as 39.1 ml/g and ▲ for Method 4 with $\lambda$ being taken as 39.1 ml/g. Data represent mean ± standard deviation for 128 runs. Solid lines represent assumed values.

Results

Statistical analysis

The mean and standard deviation of the error and percent change defined by Eqs. (12) and (13), respectively, were calculated from 128 runs (Figs. 3–6). The correlations of the $K_1$ values for the first and second sessions obtained without ACZ challenge were analyzed by linear regression analysis (Fig. 7). Statistical differences in the percent change in $K_1$ between the first and second sessions after ACZ challenge were analyzed by Mann-Whitney’s U test (Fig. 8). A p-value less than 0.05 was considered significant.

RESULTS

Simulation study based on patient data

The kinetic parameters of IMP in 16 patients obtained by dynamic SPECT studies were as follows. The $K_1$ values ranged from 0.1079 to 0.6583 ml/min, and the mean ± SD was 0.3320 ± 0.0987 ml/min. The $k_2$ values ranged from 0.0047 to 0.0193 min⁻¹, and the mean ± SD was 0.0113 ± 0.0032 min⁻¹. The partition coefficient ($=K_1/k_2$) ranged from 16.35 to 50.44 ml/g, and the mean ± SD was 30.00 ± 6.84 ml/g. These data were used in the following simulation studies.

The $K_1$ values in the first session obtained from Eq. (7) and the assumed values closely correlated ($r = 0.999$), but were underestimated by $0.31 ± 1.05\%$ compared with the
Fig. 7 Relationship between the $K_1$ values in the first and second sessions obtained from six patients with cerebrovascular diseases by the four methods (Fig. 2) without any intervention. (a) for Method 1, (b) for Method 2, (c) for Method 3 and (d) for Method 4. C and • in Figs. 7(c) and 7(d) represent the cases when $\lambda$ was taken as 30.0 ml/g and 39.1 ml/g, respectively.

Fig. 8 Responses of $K_1$ to acetazolamide challenge assessed by the four methods shown in Fig. 2. These data were obtained from six patients with cerebrovascular diseases and the percent change was calculated using Eq. (13). Data represent mean ± standard deviation. □ for nonischemic area and ■ for ischemic area. Note that when using Methods 3 or 4, $\lambda$ was taken as 30.0 ml/g. There was a significant difference between the nonischemic and ischemic areas for all methods. For the nonischemic area, the percent change obtained by Method 1 was significantly greater than that obtained by Method 3. For the ischemic area, there was no significant difference among the methods.

Assumed values.

Figure 3 shows the relationship between the error in $K_1$ in the second session calculated from Eq. (12) and $R$, whereas Figure 4 shows the relationship between the error and $t_e$. In these figures, (a) occurred when $K_1$ and $k_2$ did not change in the second session. When these parameters changed by 12% and 60% in the second session, (b) and (c) respectively resulted. The error in $K_1$ estimated by Method 1 or 2 decreased with increasing $R$ and $t_e$, whereas the accuracy of Method 3 or 4 did not largely depend on $R$ and $t_e$. Furthermore, the standard deviation of the error in $K_1$ estimated by Method 1 or 2 was always greater than that for Method 3 or 4. The $K_1$ values in the second session obtained by Method 3 or 4 with $\lambda$ being taken as 39.1 ml/g were always smaller by approximately 1–3% compared with those obtained by these methods with a $\lambda$ value of 30.0 ml/g. The difference between the $K_1$ values for the two situations decreased with increasing $R$, and did not depend on $t_e$. It should be noted that 30.0 ml/g is the mean value for $\lambda$ obtained from our dynamic studies as previously described, and 39.1 ml/g is that reported by Nishizawa et al. 15

Figure 5 shows the percent change calculated from Eq. (13) as a function of $R$, whereas Fig. 6 shows that as a function of $t_e$. As in Figs. 3 and 4, (a) resulted when $K_1$ and $k_2$ did not change in the second session. When these
parameters increased by 12% and 60% in the second session, (b) and (c), respectively, resulted. The standard deviation of the percent change estimated by Method 1 or 2 was greater than that estimated by Method 3 or 4. Furthermore, the percent change estimated by Method 1 or 2 largely depended on $R$ and approached the assumed value with increasing $R$. The percent change estimated by Method 3 or 4 also depended on $R$, but to a much lesser extent than that by Method 1 or 2. The percent change estimated by Method 1 or 2 decreased with increasing $t_e$, whereas that for Method 3 or 4 remained almost constant regardless of the $t_e$ value.

**Clinical evaluation**

Figure 7 shows the relationship between the $K_1$ values in the first and second sessions obtained by the four methods without any intervention [(a) for Method 1, (b) for Method 2, (c) for Method 3 and (d) for Method 4]. ○ and ● in Figures 7(c) and 7(d) represent the cases when $\lambda$ was taken as 30.0 ml/g and 39.1 ml/g, respectively. There was a significant correlation between them for all methods (Fig. 7). With Method 1 or 2 [Figs. 7(a) and 7(b)], there was a tendency for the $K_1$ values in the second session to be overestimated compared with those in the first session. As shown by ○ and ● in Figures 7(c) and 7(d), the relationship between the $K_1$ values in the first and second sessions obtained by Method 3 or 4 did not largely depend on $\lambda$.

Figure 8 shows the responses of $K_1$ to ACZ challenge assessed by the four methods ( for a nonischemic area and ■ for an ischemic area). When using Method 3 or 4, $\lambda$ was taken as 30.0 ml/g. There was a significant difference in the response between the nonischemic and ischemic areas for all methods. For the nonischemic area, the percent change in the $K_1$ value obtained by Method 1 was significantly greater than that obtained by Method 3. For the ischemic area, there was no significant difference among the methods. When using Method 3 or 4, there was no significant difference between the results obtained by taking $\lambda$ as 30.0 ml/g and 39.1 ml/g (data not shown).

**DISCUSSION**

Various methods for quantifying CBF with IMP have been proposed. The most popular method is that based on a microsphere model. Oikubho et al. demonstrated that a method based on the microsphere model is the most accurate and reliable among the various proposed methods, but when applying the microsphere method to split dose IMP SPECT, the second measurement must be particularly affected by the inherent characteristics of IMP, namely its gradual washout from the brain. It therefore appears important to understand the extent of this effect on the accuracy of CBF measurement with a double injection of IMP.

The kinetic behavior of IMP in the human brain can be described by a two-compartment model. Our recent studies with spectral analysis also supported the above notion. We therefore calculated the level of IMP radioactivity in the brain based on a two-compartment model [Eqs. (3) and (4)]. In the present simulation studies, we assumed that the partition coefficient did not change during the second session even when simulating activation studies. This assumption is derived from the fact that the partition coefficient is almost the same during activation with ACZ as shown by Nishizawa et al. Furthermore, when calculating the level of brain radioactivity in the second session [Eq. (4)], we also assumed that the rate constant instantaneously changes between the first and second sessions. In fact, the rate constants are likely to adjust gradually, although the actual rate of change is not known, but we believe that this assumption is permissible for the purpose of this study.

We also assumed that the level of radioactivity in arterial blood due to the second injection $[C_B^H(t)]$ is given by Eq. (6). Although this assumption may not always hold true in clinical settings, we believe that it is valid for the purpose of our simulation study. Inoue et al. investigated the correlation between the measured arterial blood radioactivity due to the second injection and that calculated from the first arterial blood radioactivity multiplied by the injection dose ratio, and reported that there was an excellent correlation between them ($r = 0.981$, $n = 7$). This suggests that the above assumption is also applicable in clinical settings.

Hashikawa et al. used a procedure similar to Method 1 for calculating the mean CBF values in the second session, and found good reproducibility between the first and second CBF values in rest-rest studies ($r = 0.915$, $n = 20$). On the other hand, Inoue et al. used Method 2, and they also reported good reproducibility in rest-rest studies ($r = 0.924$, $n = 16$), but our results (Figs. 3 and 4) indicated that the accuracy of Method 1 or 2 largely depends on $R$ and $t_e$. In addition, our results (Figs. 5 and 6) indicated that the change in $K_1$ during the second session estimated by these methods also largely depends on $R$ and $t_e$. This means that when $R$ and $t_e$ are considered to be smaller, these methods are more affected by the radioactivity remaining from the first session. Our results therefore suggest that $R$ and $t_e$ should be carefully considered when using these methods. To reduce the effect of the radioactivity remaining from the first session, $t_e$ should be taken as large as possible. This, however, will result in increasing the total examination time and the burden on the patient. $t_e$ should therefore be determined from a compromise between the accuracy of the data and the burden on the patient. $R$ should also be as large as possible for this purpose, but when $R$ is taken as being larger, the signal-to-noise (S/N) ratio in the CBF image of the first session appears to deteriorate more. We therefore investigated the relationship between $R$ and the S/N ratio in CBF images by phantom experiments. Although the data are not shown here, the S/N ratios in the images from the first and second
sessions decreased and increased, respectively, with increasing $R$. If the optimal injection dose ratio is assumed to be the ratio at which the S/N ratio in the first session is equal to that in the second, then the injection dose ratio was approximately 1.5 to 2.0. Our previous investigations showed that the optimal injection dose ratio is approximately 1.8 when mapping changes in cerebral glucose utilization by means of fluorine-18 fluorodeoxyglucose double injection and the constrained weighted-integration method. This value is very similar to that obtained here.

With Method 3 or 4, the effect of the IMP washout from the brain in the second session was corrected by using the population averaged partition coefficient [Eqs. (10) and (11)]. With Method 3, the $K_1$ value in the first session was used for the above correction [Eq. (10)], and with Method 4, the $K_1$ value in the second session obtained by Method 2 was used for the correction [Eq. (11)], suggesting that Method 4 is theoretically better than Method 3. Although Method 4 is more complex than Method 3, Method 4 seems to be more accurate, especially when the change in $K_1$ during the second session is large (Figs. 4 and 6). As previously mentioned, the partition coefficient obtained from dynamic SPECT studies of 16 patients was $30.00 \pm 6.84$ ml/g. On the other hand, Nishizawa et al. reported a mean value of $39.1$ ml/g, which was obtained from 15 patients. Ohkubo et al. have reported $28.0 \pm 7.0$ ml/g which was obtained from 15 individuals by means of the nonlinear least squares fitting analysis. Our mean value for the partition coefficient was smaller than that of Nishizawa et al., but it was very similar to that of Ohkubo et al. We therefore investigated two conditions in which the partition coefficient was fixed at $30$ ml/g or $39.1$ ml/g in Method 3 or 4. As previously described, the $K_1$ values in the second session obtained by taking $\lambda$ as $39.1$ ml/g were about 1–3% smaller than those obtained when $\lambda$ was taken as $30$ ml/g. As shown in Figures 3 and 5, the difference between the two situations decreased with increasing $R$, suggesting that taking a large $R$ value is also effective for these methods. Even if the partition coefficient is fixed to the population averaged value, the standard deviation of the error and percent change in the $K_1$ values estimated by Method 3 or 4 is smaller than that for Method 1 or 2 (Figs. 3–6), suggesting that these methods are more reliable than Method 1 or 2.

The accuracy of Method 3 or 4 somewhat depended on $R$ when $R$ was less than 1.0 (Figs. 3 and 5), but to a much lesser extent than that for Method 1 or 2. In addition, there was no great dependence on $t_z$ in Method 3 or 4 (Figs. 4 and 6). This aspect will be helpful for reducing the total examination time, thus lessening the burden on the patient.

Although Method 3 or 4 appears to be more reliable than Method 1 or 2, they require $5$-min continuous arterial blood sampling twice. On the other hand, with Method 2, the $5$-min continuous arterial blood sampling in the second session can be omitted by using the injection dose ratio. Method 2 therefore appears to be somewhat superior to other methods in terms of noninvasiveness and simplicity. We have recently developed a method in which $5$-min continuous arterial blood sampling can be replaced by a one-point sampling. If this approach were applied, Method 2 would become even less invasive. Although Method 2 has the drawback that its accuracy largely depends on $R$ and $t_z$, this procedure also appears attractive for routine clinical use.

In our clinical settings, $t_z$ is fixed at $35$ min in order to make the total examination time as short as possible. From the simulation results shown in Figure 4, Method 1 or 2 is expected to somewhat overestimate the $K_1$ value in the second session when $t_z$ is taken as $35$ min. Actually, the $K_1$ values in the second session obtained by Method 1 or 2 were overestimated compared with those in the first session [Figs. 7(a) and 7(b)]. In Method 1 or 2, the radioactivity remaining in the arterial blood from the first session is eliminated when calculating the $K_1$ value in the second session, as previously mentioned, so that the input function [denominator in Eqs. (8) or (9)] appears to be underestimated when $t_z$ is $35$ min. This is probably the main reason why the $K_1$ values in the second session obtained by these methods were overestimated compared with those in the first session. To reduce this overestimation, $t_z$ should have been taken as larger, as suggested by the simulation studies (Fig. 4). On the other hand, although some scatter of the data is observed, the reproducibility of two sequential measurements of $K_1$ using Method 3 or 4 appears good and does not largely depend on $\lambda$ [Figs. 7(c) and 7(d)], suggesting that Method 3 or 4 is more reliable than Method 1 or 2. If the variation in $\lambda$ is within the range of that in the reported $\lambda$ values, this effect on the accuracy of Method 3 or 4 appears to be small. The above results are consistent with those obtained by simulation studies, but Figure 8 shows that any method can provide reasonable estimation of response to ACZ and significant difference in the response between the nonischemic and ischemic areas, which are comparable to those obtained by $\text{Xe}^\text{SPECT}$. These results suggest that although there are some drawbacks in Method 1 or 2 as previously mentioned, these methods can also be routinely used for assessment of perfusion reserve with ACZ challenge.

CONCLUSION

We investigated the accuracy of a double-injection method for sequentially measuring CBF with IMP in simulation studies based on the patient data and in clinical studies. We considered four methods based on a microsphere model, and focused on the effects of $R$ and $t_z$ on their accuracy. Theoretically, Method 4 appears to be the best of the four methods. Our simulation results suggest that Method 3 or 4 can estimate changes in CBF during the
second session more reliably than Method 1 or 2, without largely depending on \( R \) and \( t_z \). On the other hand, when using Method 1 or 2, \( R \) and \( t_z \) should be carefully considered. Since Method 2 is somewhat superior to other procedures in terms of noninvasiveness and simplicity, it also has the potential for routine clinical use. We believe that the findings of this study will be helpful when selecting a method with which to sequentially measure CBF with a double injection of IMP.

**APPENDIX**

When applying a microsphere model, that is, assuming that the IMP washout from the brain can be neglected, Eq. (3) is reduced to

\[
A'(t) = K_1' \int_0^t C_d(u) \, du,
\]

yielding

\[
K_1' = \frac{A'(t)}{\int_0^t C_d(u) \, du}.
\]

Equation (4) can be rearranged as

\[
A''(t) = A'(t) e^{-k_1'(t-t)} + K_1'' \int_{t_z}^t C_d(u) \, du,
\]

where

\[
A'(t_z) = K_1' \int_0^{t_z} C_d(u) \, du.
\]

The first term on the right-hand side of Eq. (A3) represents the level of radioactivity remaining in the brain from the first session, with the decay due to washout from the brain being taken into account. When applying the same assumption as in Eq. (A1) to Eq. (A3), Eq. (A3) is reduced to

\[
A''(t) = A'(t) e^{-k_1'(t-t_z)} + K_1'' \int_{t_z}^t C_d(u) \, du.
\]

It should be noted that the error in \( A''(t) \) caused by taking the \( k_1'' \) value in the first term on the right-hand side of Eq. (A3) as zero, is larger by a factor of approximately 3 to 4 than that caused by taking the \( k_1'' \) value in the second term as zero, so that the \( k_1'' \) value in the first term on the right-hand side of Eq. (A3) cannot be neglected compared with that in the second term. From Eq. (A4), \( K_1'' \) can be obtained by

\[
K_1'' = \frac{A''(t) - A'(t)}{\int_{t_z}^t C_d(u) \, du}.
\]

Methods 3 and 4 are based on Eq. (A5). If the partition coefficient \( \lambda = K_1''/k_1'' \) is introduced, Eq. (A5) becomes

\[
K_1'' = \frac{A''(t) - A'(t) e^{-k_1''(t-t)} \lambda}{\int_{t_z}^t C_d(u) \, du}.
\]

In Method 3, \( K_1'' \) on the right-hand side of Eq. (A6) is replaced by \( K_1' \), whereas in Method 4 it is replaced by the \( K_1 \) value in the second session obtained by Method 2.

Furthermore, Eq. (A4) can be rearranged as

\[
A''(t) = A'(t) - A'(t_z) e^{-k_1''(t-t_z)} + K_1'' \int_{t_z}^t C_d(u) \, du.
\]

The second term on the right-hand side of Eq. (A7) represents the change in the radioactivity level remaining in the brain from the first session due to washout. If we assume that this change is canceled out by the radioactivity uptake by the brain from the radioactivity remaining in the arterial blood from the first session, that is,

\[
A'(t_z) e^{-k_1''(t-t_z)} = K_1'' \int_{t_z}^t C_d(u) \, du.
\]

Eq. (A7) is reduced to

\[
A''(t) = A'(t) + K_1'' \left[ \int_{t_z}^t C_d(u) \, du - \int_{t_z}^t C_d(u) \, du \right].
\]

When \( C_d(t) \) is assumed to be nearly equal to \( C_d(t_z) \) for \( t > t_z \), Eq. (A9) is reduced to

\[
A''(t) = A'(t) + K_1'' \int_{t_z}^t C_d(u) \, du - (t - t_z) \cdot C_d(t_z).
\]

Thus, from Eq. (A10), we obtain

\[
K_1'' = \frac{A''(t) - A'(t)}{\int_{t_z}^t C_d(u) \, du}.
\]

Method 1 is based on Eq. (A11). When using Eqs. (5) and (6) for \( C_d(t) \) in Eq. (A11), we obtain

\[
K_1'' = \frac{A''(t) - A'(t)}{R \cdot \int_{t_z}^t C_d(u) \, du}.
\]

Method 2 is based on Eq. (A12).
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